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1 INTRODUCTION

The objective of this study is to demonstrate the utility of
the phase retrieval concept for determining the wavefront aberrations
of an optical system from image intensity data. Phase retrieval
techniques use only the focal plane detector array to estimate the
wave aberration function 6 of an active optical system. The esti-
mate would then be used to derive control signals to align or
maintain alignment of the optical system. See Figure 1.
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Figure 1. Phase retrieval in an adaptive imaging system

In a previous study (F30602-77-C-0176) we showed that phase
retrieval is a promising technique to maintain alignment of an active
optical system. However, most of the study was theoretical in nature
and the best results were obtained with point sources, little or no
noise on the detector output, and adequately sampled data (at or
higher than the Nyquist sampling rate). In this follow-on effort
we are charged to thoroughly simulate the algorithm's performance,
particularly with respect to noise, undersampling (because of the
finite detector size), and extended objects. We are also charged to
show how phase retrieval can be developed into a system level proof-
of-concept demonstration, where the system is to be specified by the

government.
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In this report we review the phase retrieval concept, show the
effects of undersampling and noise, present algorithms for extended
objects, show several ways in which the algorithm can be speeded up,
introduce the concept of phase diversity imaging (as a research
by-product of our extended object algorithm), give results of an
experiment that attempts to verify the extended object concept,
and present the results of a series of blind tests of the phase

retrieval algorithm when the data is noisy and undersampled.
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2 REVIEW OF THE PHASE RETRIEVAL CONCEPT

When a monochromatic point object is imaged through an optical
system, the observable is the point spread function (PSF) p(x). The
PSF is the modulus squared of the coherent system function h(x),

p(x) = [h(x){2.

The Fourier transform of h(x),

©

H(f) = J h{x)exp(-i27nfx)ax,
-0
is the coherent system function of the optical system. Its modulus,
A(f), is a zero-one function, corresponding to the pupil function,
and its phase 6(f) is proportional to the aberrated wavefront
across the aperture. Thus,

H(f) = A(f) exp(i®(f})).
Although we use a one-dimensional representation in this discussion,

the results are valid for the physical, two-~dimensional problem,
except as noted.

Concisely stated, the phase retrieval concept is to estimate
8 (f) based on observation of p(x).

The basic algorithm uses a polynomial expansion for 6(f),

o
0(f) =X ¢
k=1

K O (£)
where {Ok(f)) is a suitable set of f-polynomials. A phase estimate

é(f) with a finite number of ck's is formed and an estimated OTF,
Pc(f), is calculated. This is compared to the measured OTF, P(f),




and an error metric drives a C-vector search to minimize the error.
When the error reaches a stable minimum we declare 8(f) to be the
estimate of 6(f). See Figure 2.

Observed p(x) P(f) = Actual OTF
. o Fourier
Transform
Trial OTF Mean
> Square
Error
Aperture, A(f) Construct C - vector
S P (f) Search
c
Calculate
8 (f)
Estimated Phase

Figure 2 Parameter Search Algorithm
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An example of phase retrieval which uses the basic algorithm
is shown in Figures 3, 4, and 5. Figure 3 is a contour plot of
the phase aberration (about 2 waves, peak-to-valley) across a
circular, unobscurated aperture. This yields the PSF shown in
Figure 4. When we estimate the phase from Figure 4 and subtract
this estimate from the actual phase in Figure 3, the resulting PSF
is nearly diffraction limited, as shown in Figure 5.
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Figure 3 1Initial phase aberration across exit pupil. Contour
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5




i
|
il
1
1

i g i e > o

Figure 4

PSF of original aberrated system.

6

Point detectors.



N
== ¢
== = ¥
=
=7
-~ % (g?,*
—x
=X
=
=
T-_T L T ' T T R ] T T T Al l’\
16 32 48 64
Figure 5 PSF after correction. Polnt detecters.
-
st P>~ 0




Details on the algorithm that implements the phase retrieval
concept are given in the final report on the previous contract.
These details include discussions of the search technique (a grid
search followed by a modified, steepest descent algorithm of the
Fletcher-Powell type), the numerical procedures for calculating the !
PSF, the polynomials (Zernicke polynomials, to order 24), and the f
computer code itself. The final report also describes successful
blind tests of the algorithm that were conducted with Draper Labs
and with Hughes Aircraft Company; it describes a simple experimental
verification of the theory (point source, aberrated by a phase-

distorted imaging system); and it gives some preliminary results on
extended objects.




3 ALIASING

An array of detectors in the focal plane spatially averages
the image over the detector profile of each individual detector and
produces an array of numbers that describes a sampled image. The
sampling interval is the spacing between detectors, measured from
center-to-center. If the image a(x) is band-limited to a spatial
frequency fmax {(cycles per unit distance), then a(x) is completely
determined if spatial samples are taken at intervals smaller than
1/(2 fmax)’ the Nyquist sampling interval. 1In what follows we will

set fmax equal to 1/ (AF#), as is the case for a diffraction-limited

optical system.

For the purposes of this study we assume that the diode spacing
will be up to five times larger than the Nyquist sampling interval.
Thus, the image will be undersampled and there will be a severe
amount of "aliasing”. This aliasing effect is described as follows.
If the image is a(x) with Fourier transform A(f), the sampling
procedure produces a spectrum G(f),

G(E) = Y A(f - kEg),

is the spatial sampling interval. 1If fo is less than twice the
highest frequency in A(f), the aliases in G(f) overlap and the

spectrum A(f) (and, therefore, a(x)) cannot be recovered. See
Figure 6.
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The effects of undersampling are more graphic when shown in

the spatial domain. Thus, Figure 7 shows a digital image of a point

spread function sampled at the Nygquist sampling rate. This PSF is

the result of about one wave (peak-to-peak) of wavefront distortion

in the aperture. 1In Figure 8 we show another PSF with approximately

the same amount of wavefront distortion. But this has been sampled

by detectors that are four times larger than the Nyquist sampling

rate.
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Figure 8.

Note the loss of detail.
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This example illustrates the concern for the utility of a phase
retrieval algorithm when the detectors are large. The image data
is grossly washed out. It turns out, however, that the phase associ-
ated with the PSF of Figure 8 was accurately captured by the algorithm,
even when a small amount of noise is added to the observed PSF.

In order to study the effects of aliasing on phase retrieval,
a new computer program was written which works on PSF's instead of
OTF's. Square blocks of pixels may be summed into one output pixel,
simulating the effect of using square detectors that are an integral
number of samples wide. The initial, unaliased PSF is sampled at
the Nyquist interval of AF§/2. The pupil is a circular aperture
in a 16 by 16 array, as shown in Figure 9. A phase aberration is
constructed over the aperture and the generalized pupil function
computed. It is buffered out to 32 by 32 and a Fast Fourier Trans-
form taken, resulting in a 32 by 32 coherent spread function. The
magnitude squared gives the PSF.
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Figure 9. Pupil function used in simulations.

0 indicates inside aperture, 4 indicates
outside aperture.




Simulations were run by reading in an aberration (in terms of
Zernicke polynomials) and constructing a PSF. The detector model
was applied and noise added. This is the simulated measured PSF.

The program attempts to deduce the aberrations by searching over

the parameters which are the coefficients of the Zernicke polynomials
to find a PSF which yields the best possible fit to the measured
PSF. The error metric is

-> _ -> 2
E(D) = z Py (B - Dy %,
i,3
where D is the measured PSF data and P the trial PSF, which is a
function of the parameters E.

The Zernicke polynomials used are shown in Table 1. The results
for various noise levels and amounts of aliasing are presented in
Table 2. The row labelled "initial" is the aberration corresponding
to the simulated measured PSF. This aberration across the aperture
is shown in Figure 10. Cases 1l through 7 all used detectors which
were averages of a 4 by 4 array of the original Nyquist sampled
pixels. Figure 7 shows the Nygquist sampled 32 by 32 PSF from the
initial aberration. Figure 8 shows the 8 by 8 detected PSF. In
Figure 1l is the noisy PSF from case 2.

Table 1
Zernicke Polynomials
| Number Form Name
2 X x tilt
3 Y y tilt }
4 x2+y focus '
5 x2—y2 0° astigmatism
6 2xy 45° astigmatism
7 x(r2-3) X coma
8 y(r2-3) y cona
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Figure 11 Noisy Detected Point Spread Function
from Case 2.

The noise is added to each pixel of the detected PSF, and is
independent and Gaussian distributed. The standard deviation of
the noise is expressed in two ways in Table 2; as a percentage
of the peak value of a diffraction-limited PSF as detected, and of
the peak of the aberrated detected PSF. Cases 3 and 4, and 5 and

6, have the same noise levels but have different random realizations.

The parameter values listed in each row are the values at which
the search terminated, and is the final estimate. When the initial
parameters arce corrected by the estimate, the residual phase
aberration has an RMS value across the aperture as listed in the
colurn labelled "RMS Phase". The Strehl ratio of the corrected,
Nyquist sampled PSF 1s in the column labelled "Strehl Ratio". Not
surprisingly, the quality of the final corrected PSF deteriorates
as the noise level increases, until case 7 which results in only

slicht improvement.

From the results in Table 2 we see that a PSF, undersampled by
a factor of 4, can provide a good estimate of the wavefront. The
PSF has additive noise to a level of about 2% of the diffraction-
limited peak.

16




Table 3 shows, for the same initial aberration the results of
increasing the detector size. Even with 10 by 10 detectors, phase
retrieval is still successful. Figure 12 shows the detected and noisy
detected PSF's for case 13, with the 10 by 10 detectors. Table 3 lists,
in the rows labelled "G" and "D", where th2 grid search terminated

and the final result where the Davidon search finished.

Table 4 shows two different aberrations. Cases 14, 15, and 16 are
for a detector size of 10 by 10. The noise-free case worked, and the
noisest case resulted ' in significant imprcvement, while the less noisy
one essentially failed in the grid search to find a good starting point
for the Davidon search. Cases 17 and 18 show another aberration failing
with 5 by 5 detectors, both for noise-free and noisy data. With 2 by 2

or 4 by 4 detectors, phase retrieval was successful.

These results show that aliasing is not a major problem to phase
retrieval. There are still problems with regard to doing a fine
erough mesh cn the grid search to insure detection of the global

minimum, but aliasing does not seem to create any new difficulties.

INITIAL PSF (DETECTED)
5 42 11 1 0
5 366 33 1 0
2 21 3 0 0
0 1 1 0 0
0 0 0 0 0

INITIAL PSF {(DETECTED #ITH NOISE)
7 44 22 13 10
14 363 47 25 13
5 25 3 23 -17
-5 ¢ 23 -1 14
6 16 12 =12 11

Figure 12 Case 13 Point spread functions
(10 by 10 detector size)
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4 NOTES ON EFFICIENT SEARCH TECHNIQUES

Previously proposed phase retrieval search methods have involved
comparing a measured PSF (or, equivalently, an OTF) with a large

number of PSF's from a grid of parameter values covering the region

These PSF's have always been recomputed for each search, even though

they do not change. A faster method, which actually uses less
computational hardware, is to compute the PSF's once and store them

on disk, and retrieve them as needed during the search.

To work out the speed of this operation, suppose that we wish
to examine, in the grid search, three values for each of thirteen
parameters. This yields 1.6 x lO6 PSF's. (Five values for nine
parameters gives a slightly larger number.) Storing an eight by
eight PSF, quantized to 256 levels (so that each pixel will fit ir
a single byte) for each grid point would take 102 megabytes, which
is within the capacity of a single large disk drive. If the data 1is
read off the disk in an optimum manner so as not to waste disk head
movements, three minutes are taken to transfer all the data to the
CPU. To compute the error metric on a 64 pixel PSF takes 128
additions and 64 multiplications. The total for all 1.5 x 106 PSF's
is 192 - 106 additions and 96 - 106 multiplications. To perform the
computation in three minutes of disk read time requires a speed of
500 nsec per addition and 1000 nsec per multiplication. This is
within the capability of a PDP 11/70 doing integer arithmetic.
(Floating point is not needed for these calculations.) Since the
CPU would be active at the same time as the disk transfer were taking

place, the computation time and I/0 time could be totally overlapped

so that only three minutes are required for the entire search.

of parameter space which is expected to include the actual aberration.
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There remain: the problem of the second grid search. This
is performed at half the grid spacing of the first search in the
region immediately around the best points of the first search.
It has proven necessary only occasionally to actually do the second
grid search in the simulations that have been run previously, but
for higher dimensions of parameter space the distance from a point
in the center of any hypercube formed by the grid points grows as
the square root of the dimensionality. Prestcring PSF's calculated
for parameter values on a finer grid mesh would take far too much
storage. Calculating them as needed for a second grid search would
dwarf the time of the first search. If the first grid spacing is
small enough, then the second search can be avoided. Alternatively,
a downhill search can be started from each of the best survivors of
the first search. The downhill search time rises only linearly
with the dimensionality.

A faster method for the first grid search involves the use of
moments, or some other characterization of distinctive properties
of the PSF. Five moments, aswe use in Section 5, seem a good number.
The PSF's used for the first grid search are sorted on their moments,
into 15 bins adjusted for each moment to span the range of moment
values, and perhaps so that approximately equal numbers of PSF's
fall into each bin. The PSF's are placed on the disk in an order
beginning with the PSF's where moments all fall into the first bins,
stepping through all bins on the fifth moment, then moving onto the
second bin of the fourth moment and stepping through all fifth
moment bins, and cortinuing until the PSF's in the fifteenth bin
for all moments are written. This order is listed in Table 5.
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TABLE 5
Order of PSF's Sorted in Moments

M1 M2 M3 M4 MS
1 1 15
1 2 1
1 1 1 2 15
1 15 15

1

15 15 15 15 15

This is a total of 15°, or 759,375 possible slots for a PSF to be
assigned to. 1If we have 313 grid points, or 1,594,323, there will

be an average of two PSF's in each slot, although considerable varia-
tion may be expected. Given a measured PSF, its five moments may

be calculated and a decision made as to which bin each moment falls
in, in negligible time. A way of pointing to the area on disk which
holds the PSF's corresponding to the five moments is needed. Such

a table, with 759,375 entries may be constructed. Its size is such i
that it too must be on disk. Each table entry holds an address on

the disk for where PSF data begins for that particular slot. Data

continues on the disk until the next address in the table is reached.

Access into table is easily computable; if the bin values for each

mement are i, j, k, ¢, and m, then element number (1—1)*154 + (j-l)*lS3 i
+ (k-l)*lS2 + (i-1)*15 + m is the proper table address. Generating
the sorted PSF file and the address table will require a great deal

of computer time, but it only needs to be done once.




Examining only the bins into which the moments of mcasured PSF
fall is unwise, since noise and the presence of other aberrations
will perturb the moments. A safer course is to examine “hree bins
for each moment, the one into which the measured moment falils and
the ones on either side. This corresponds to 20% of the range of
moment values for each moment. For five moments, only .00032 of
the full set of grid points survive. Taking three bins for each
moment results in making 35, or 243, references in the address table,
which will point to, on the average, a total of 486 PSF's. Each of
these PSF's may be compared with the measured PSF and a metric
computed. This should take less than 30 seconds to do. Downhill
searches can be started from the parameter sets associated with the
PSF's with the lowest metrics. The parameters from the search that

terminates at the smallest metric are the final estimate.




5 THE USE OF MOMENTS TO SPEED UP THE ALGORITHM

The search method which has been used for phase retrieval

applications consists of an initial search over a rectangular grid

of points in parameter space, a second search around the best (lowest
metric) grid points at half the first grid spacing, and a downhill
Davidon search from the best point of the second grid search. The
initial grid search is the most crucial to obtaining a good phase
estimate, and is quite time-consuming to compute the metric of the
sum of the squares of the differences between the measured and trial

PSF's point by point.

A method was sought that would allow, by means of a quick

comparison of only a very few numbers associated with each PSF,
whether or not a trial PSF is worthy of further consideration. ‘A
natural approach is to use moments of the PSF distribution. The
most fundamental moment is the center of gravity, defined by

E = fP(x,y)dxdy

X
c.q.

fx P(x,y)dxdy/E

Ye.g ‘fy P(x,y)dxdy/E.

Given that the ideal position of the point object is known, the
location of the c.g. (ir the absence of noise) exactly determines
the tilt parameters of the aberration. A slightly modified set of
Zernicke polynomials may be constructed such that only the tilt

terms move the c.g.




Previous work has shown the c.g. to be rather sensitive to
quantization noise (and presumably any other sort of noise) on the
PSF. In the work reported here, we have assumed that the tilt
problem will be dealt with in some appropriate fashion. The
aberrations tested had no tilt errors.

Five more moments around the c.g. were defined; the weighting

factors were taken to be the aberration polynomials themselves. They

are:
M, = fix?+y'?) P axdy/E
M, = f x'y' P dxdy/E
My = f(x'z-y'z) P dxdy/E
M, = f ®r? P dxdy/E
Mg = f y'r2 P dxdy/E ,
where x' = x - xcg
Yy = y- Yeq

Some intuitive meanings may be assigned to these moments. My is an
indication of the overall width of the PSF. M, is large and positive
for a PSF of an elliptical sort of shape, with the long axis oriei.ted
at 45° to the X axis. It is negative for the long axis along 135°,
The greater the asymmetry between the long and short axes, the larger
the magnitude of M2. M3 is similar to M, except that the orientations
for maximum magnitude are 0° and 90°. Orientations of the long axis

‘ and M,. M, and M

2 3 4 5
measure the asymmetry along either the X or Y directions relative

at other angles give contributions to both M

to the c.g. A PSF like Figure 13 would have a positive M, value.
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Center of Gravity

AN

Figure 13 PSF with large positive M,

X

Sofware was written to calculate these moments from sim lated
PSF's. An investigation was made of the sensitivity of the moments
to noise on the PSF. Table 6a shows the five moments and the c.gq.
for the PSF from an aberration consisting of 1/4 wave of 45°
astigmatism and 1/4 wave of x-coma. The sample spacing of the PSF
is AF#/2. The first liae shows results with no no se. The next two
lines show the averages and standard deviations of the moments for
100 realizations of signal-independent white noise on the PSF. The |
noise variance was 1.853% of the maximum value of the diffraction~ i
limited PSF. Since this aberration has a Strehl ratio of .468, the i
variance was 3.95% of the peak value of the aberrated PLF. The J

variation of the moments is tooc large for them to be useful. Figures

14 ond 15 show this PSF noise-free and with nolse.
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Figure 14 Aberrated PSF, Nyquist sampling
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To reduce the effects of noise, a Gaussian window was applied
to the moment calculations, as in

2

2
E ) /w

TR
fe (x" "4y P dxdy/E

12, 02 2
My j-(x'2+y'2) e-(X _+y ) /v P dxdy/E

The width w was taken to be 5 sample spaces. This eliminates the
contribution from small noise fluctuations located at large distances
from the c.g., which weight heavily into the moments. This significantly
reduced the variations, but they are still too large, as shown in

Table 6b.

The successful strategy was to also apply the same Gaussian
window to the c.g. calculation. The c.g. was first computed as
before, and then recomputed with the Gaussian window centered on
the first c.g. estimate. As may be seen in Table 6c. the standard
deviation of the c.g., and consequently the five moments, were
reduced by factors of four.

The following procedure was used to test the sensitivity of
a search on the moments to noise and aliasing. A table of moments
was generated for 1575 PSF's on the grid of five values of each
aberration coefficient {-.5, -.25, 0., .25, and .5 waves) for five
different coefficients (defocus, 0° astigmatism, 45° astigmatism,
x coma, and y coma). (The number of such grid points is reduced
from 55 by a factor of nearly one half due to symmetry.) A
particular aberration was chosen (.25 defocus, .5 0° astigmatism,
-.25 y~coma), which was exactly one of the grid points. Moments
were calculated from the corresponding PSF's for various amounts
of noise and aliasing. The table of moments was searched for the
best fit to the moments from the noisy PSF's. In the absence of
noise, the moments in the table corresponding to the same aberration
as the test case would be a perfect match. With enough noise, some

other aberrations will have better fits to the trial moments.
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At each noise level, ona hundred different noise realizations
on the PSF were run through the moment calculation and search.
Counts were made of the number of cases in which more than a certain
number of aberrations had better fits to the noisy trial moments
than the mo..cnts corresponding to the actual aberration. The worst
case (with the largest number better than the actual aberration)
was also noted. The worst case indicates how deep in the list of
best fits to the moments a search over the PSF itself must go,
to insure inclusion of the correct PSF in the PSF's examined.

Table 7 presents the results, in terms of the rank of the correct

grid point (correct phase).

From Table 7 we see that, for example, with a detector si:ze
equal to the Nyquist sampling interval (1 x 1 case) and with 50%
dependent noise, there were 13 noisy PSF's (out of 100 tested) where
the correct phase was not ranked number 1. The worst rank was

number 10.

The noise was added to each point of the PSF by

PSFX,Y) = PSF(X,Y) (1 + N ‘AL) + N,-A

1 2 I

where Ny and N, are independent random variables with zero mean

and a variance of one. AD and AI are the amplitudes of the dependent
and independent noise terms. The independent noise amplitude is
given as an absolute number and as a percentage of the peak value

of a diffraction-limited PSIF and of the peak value of the aberrated
PSF.

In the case of no aliasing, a remarkable amount of signal
dependent noise can be tolerated. Even with AD equal to 70%, the
worst case had only 28 grid points with a better fit to the moments.
The permissible dependent noise drops roughly with the linear amount
of aliasing. The number of PSF data points drops with the square
of the aliasing factor. The permissible signal independent noise
expressed as a percentage of the peak value of the aberrated PSF
also drcos in a linear manner, but a much smaller amount of noise

can be tolerated.
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Table 7

Cumulative Histogram of the Rank of
the Correct Grid Point

For each noise level 100 noisy PSF's are subjected to the arid

search.
K = 1Index of the Kth noisy PSF, X = 1,2, . . ., 100,
XK = Rank of the coriict grid point out of all 1575 points
tested in the K search,
Detector Noise Level Number of times Largest
(ﬁ;iis of Independent Dependent | X 1s greater than Xy
ME#/2) % of D.L. % of signal ¥
peak |t fhereieen| 1] 6| 1|1
1x1 .92 6.6 . 14 5 1 0 17
1.39 10.0 42 19 13 1 149 j
1.85 13.2 53 26 22 2 €672
b 10 0 0 0 0 1
20 0 0 0 0 1
40 9 0 0 0 3
50 13 2 0 0 10
60 30 9 2 0 16
70 38 14 6 0 29
2x2 .8 4.4 28 14 7 0 15
30 34 10 7 0 39
| 50 59 27 15 4 207
! 4x4 .45 1.8 8 0 0 0 3
i .90 3.7 31t 7 1 0 17
1.8 7.3 83 | 55 41 4 226
5 0 0 0 0 1
10 13 i 1 0 0 7
20 52 119 13 1 116
) 5x5 .44 1.4 1 0 0 0 2
' | .89 2.3 ) 17 7 6 0 67
i i 1.78 5.5 | 67 | 44 30 |10 i Y20
[ ! i 10 6, 0 ° 5
‘ 1% 23 010 04 IR W s
| , |10 o
32
2 - — e -




6 PHASE DIVERSITY IMAGING

In the previous contract we developed several algorithms to
perform phase retrieval on distorted images of extended objects.
The optical system introduces a phase aberration 6(f) with its

corresponding PSF p(x). The observed image is

z{x}) = o(x) » p(x) + n(x),

where "«" means convolution, o(x) is the unknown, extended object

and n(x) is noise.

Since o{x) is unknown, we cannot use the algorithm of Section 2
to find 8(f). However, phase retrieval is still possible if we can
acquire two images zl(x) and zZ(X) of the object. These two images
allow us to make a joint estimate of o(x) and 6(f). The details are
in the previous Final Report (Appendix C). Briefly, for an estimated
object o0(x) and estimated PSF's ﬁl(x) andlsz(x), we calculate an
error metric

E = [lz)(x) - 8(x)#p; (017 ax
f[zz(x) - S(X)*faz(x)]z dx.

When we use Parseval's theorem to perform this calculation in the

spatial frequency domain, we can minimize E by choice of 0(f): namely

A% ~k
Pl(f)Zl(f) + Pz(f)Zz(f)

0(f) = — ~
1B () (% + [B,(0) |

We substitute this 6(f) into the E-metric calculation and find the
6(f) that further minimizes the integrals. The 6-search is now
identical to that of Section 2.

To implement this algorithm we have chosen to add a known
phase ¢ (f) to the already phase-aberrated optical system. With
$(f) = 0 we obtain the first image zl(x); with ¢(f) # 0 we
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get zz(x). In practice ¢(f) is quadratic so that zz(x) is an
intentionally defocused version of zl(x). We call ¢(f) a phase
diversity and the technique phase diversity imaging.

The algorithm is shown in block diagram form in Figure 16.

Zl(f)

Zz(f)
P

O(f) and A
> E Calculation

5 ,

0-Search

;

$(f) = phas> diversity

<

Calculate Calculate
P](f) P (f)

Ficure 16 Estimation of 2 (f) and the Objcct Spectrum




Now we show a computer simulation of the technique. A point
is imaged through an aberrated optical system, with and without an
intentional defocus. The two point spread functions are measured
and are used to estimate the object. The estimation procedure, of
course, has no knowledge about the object.

In Figure 17 we show ‘a two-dimensional phase aberration 6 in
a circular, unapodized aperture. The resulting point spread func-
tion of the optical system is shown in Figure 18. Next, we inten-
tionally defocus the system (one-half a wave of quadratic phase from
the center to the edge of the aperture). The new phase (8 + ¢) is

shown in Figure 19 and the corresponding point spread function in 20.

In this example we add no noise so that zy and Zy, the observed
signals, are those shown in Figures 18 and 20. Their Fourier trans-
forms, Zl and 22: are the inputs to the block diagram of Figure 16,
The outputs are 8 (an estimate of 6) and 0 (an estimate of the
object’s spectrum). The former is shown in Figure 21 and should be
compared with Figure 18. The agreement is excellent. The inverse
Fourier transform of § is the estimated object. This is shown in

Figure 22.
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Next we present a computer simulation where the object is a
segment of a water tower as shown in Figure 23{a). The initial
system aberration is the same £ as in Figure 17. The resulting
image is shown in Fagure 23(b) and the defocused image is shown in
Figure 23(c). The Fourier transforms of the images in 23(b) and
23(c) are the inputs to the algorithms of Figure 16. The result is
shown in Figure 23(d).
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When the phase diversity is quadratic, successive images
represent the images taken at different values of defocus. This
is common practice in electron microscopy for reconstruction of the
phase of an object under observation. 1It seems reasonable to expect
that a particular kind of phase diversity, other than quadratic,
will allow better object reconstruction for particular kinds of
channel distortions.

The main utility of the technique may be the fact that the
adaptation is not done in closed loop fashion. Thus, the adaptive
optics does not have to track the temporal variation in the channel.
The phase diversity allows the images to be unscrambled in post-
processing. On the other hand, it would probably be advantageous
to . include a closed loop with a long time constant to remove gross
distortions in the channel. This concept could greatly reduce the
burden on the adaptive control mechanism while increasing the burden
on post-processing hardware.
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7 LABORATORY EXPERIMENT

7.1 Laboratory Set-Up

A procedure has been developed to experimentally test the phase
retrieval concept for extended objects. This procedure is similar
to earlier experiments in which image data from an optical system
is recorded. The optical system contains a known phase aberration
function. This function is contained on a clear substrate and is
separable from the rest of the optical system. Analysis of the
aberration alone is poésible by interferometric techniques. This
result provides the knowledge of the function against which the
retrieved phase is to be compared. To supply sufficient data for
phase retrieval of the aberration function in this experiment, the

image is recorded at two positions of known focus difference.

The imaging system is sketched in Figure 24. It is a 1:1
projector with condenser illumination. The lamp illuminates a ground
glass diffuser. The diffused lamp image is relayed by the condenser
to the system aperture stop. At the condenser are filters to limit
the spectral transmittance of the system to red light. The aperture
stop is located midway between two acromats. Each acromat is 260mm
in focal length. A 1:1 objective is made by placing the object and
image conjugate at the focus of each lens. The region between lenses
contains collimated rays. It is in this region that the phase
aberration is inserted. The effect of the aberration on the optical
system is therefore the same as its effect in the collimated beam
of an interferometer. This maximizes the agreement between the inter-

ferometric measurc of the aberration and that found by phase retrieval.

doublet

—A ﬂfocus shift
- ! vy lens
i 1

I f
=13 =Y 'L—4~_\‘~_‘\

l -t R “*:

lamp { S i
\ S T '

condenser \ v R

filter object . detector
aperture aberration array

diffuser

Figure 24. 1Imaging system
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The second doublet focuses the image onto a plane which is
scanned by a photodiode array. The array has 1024 elements with
15um center to center spacing. The array is stopped 15um at a time
to produce a sampled image of 1024x1024 pixels.

The phase aberration can be inserted or removed repeatably
between the doublets. A singlet of 1000mm focal length can also
be inserted behind the second lens. This lens controllably defocuses

the image.

The spectral distribution of the illumination was chosen to be
primarily red, the region of peak diode sensitivity. It was desired
to be a broad bandwidth for incoherent imaging yet narrow enough
to use its central wavelength for calculations which are wavelength
dependent. The relative spectral response of the system is centered
at 640nm with a spread, roughly, of 100nm. It is the combination of
the lamp distribution at 2850K, an infrared sharp cutoff filter, a
red broadband interference filter and the spectral response of the
photodiodes.

The aperture size of 2.2mm and focal distance of 260mm gives
an F# of 118. This was selected to give a diffraction limited
spread function width of 10 diodes (150um), a suitable sampling
density for the phase retrieval algorithm.

A two beam interferometer was constructed to provide a direct
measure of the aberrations used. The setup was standard. One beam
of parallel wavefronts is the reference and the other is the signal
beam. The aberration is placed in the signal beam and the two
beams, when recombined, display an interference pattern. This
pattern is recorded on film as an interferogram. An example is
shown in Figure 25. This aberration appears to have about two waves

of distortion and was used to produce the images shown later,
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7.2 Data
Figures 26-29 show a series of images. These represent the

four imaging conditions which were available in this experiment.

Figure 26 shows an image of a section of a tri-bar target produced

by the diffraction limited system. Figure 27 shows the same

image with +0.9 waves of defocus added by including the defocusing
Figure 28 shows the system with the aberration

lens in the system.
Figure 29 shows the effect

of Figure 25 added at the aperture stop.

of the same aberration and +0.9 waves of defocus.
In later data processing we used images in Figures 26 and 29
to determine, by our two-focal-plane algorithm, the wavefront

distortion.
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7.3 Determination of the Quadratic Phase

Two measured diffraction limited images (one with quadratic
phase added to the phase and one without) were input to the phase-
retrieval algorithm. The images used are given in the preceding
section (Figures 26 and 27). The idea was to determine, from these
two images, the estimated phase distortion across the aperture of
the system. By imposing the known focus error between the two
images, the calculated phase-estimate should be a constant and thus
verify that the estimated focus error is correct. The first step

in processing the data was to obtain a smaller region of the images

! to use as input to the algorithm, for the simple reason that the

, entire image would have been burdensome computationally. Corresponding
80x80 pixel regions of each image were chosen for processing. The
actual region corresponds to the area surrounding the number "4" in

the right side of the tri-bar target in Figure 26.

The first moment (center of gravity) of each image was calculated
so that each image could be aligned to remove major tilts in the phase
estimate. The slow Fourier transform was performed on each section,
each output transform being a 17x17 sampled OTF. The transform was
sampled so that the outer point corresponds to the diffraction-limited
cutoff of the system. These two OTF's were then input to the two-
focal plane phase-retrieval search algorithm in order to estimate the
phase. The input focus error was assumed to be 0.9 waves.

The phase estimate found from the search algorithm is given in
Figure 30. The RMS phase was calculated to be .022 waves and is .06
waves peak to peak. The result is consistent with a diffraction-
limited phase to within the errors expected in the experimental
procedure.
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Figure

L 06 waves

Diffraction limited phase astimate
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7.4 Determination of the Unknown Aberration

The two aberrated images (one with focus error added and one
without) were input to the phase retrieval algorithm. The same
corresponding 80x80 images section used for the diffraction limited
(Number "4") was processed using the exact same procedure as the
diffraction limited case. The phase retrieval algorithm was allowed
to search over 20 Zernike coefficients in order to fit the correct
phase. The Zernike coefficients are given in Figure 31 and a contour
plot of the phase is given in Figure 32. The actual phase aberration

that was measured interferometrically is given in Figure 33.

54




Pl
P2
P3
P4
P5
P6
P7
P8
P9
P10

Figure

1

[

]

!

0. P11 = .03
.10 Pl2 = .02
.17 P13 = .009

-.07 Pl4 = -.048

-.26 P15 = .0

-.21 Pl6 = .22
.03 P17 = .12
.006 P18 = -.05

-.063 P19 = 0.
.07 P20 = 0.

.1 Zernike polynomial coefficients obtained from

phase retrieval algorithm -~ apptitied to two-focus
problem (aberrated case)
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Figure 32. Estimated phase from phase retrieval
algorithm applied to aberrated data
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-.1 waves

Figure 3.3. Measured phase from interferogram




8 BLIND TEST

To test the phase retrieval algorithm, the customer requested
that personnel from Draper Lab give us several noisy, undersampled 1
point spread functions. These were prepared by Dr. V.N. Mahajan !
and his staff at the Optical Systems Division in Cambridge, MA.
We subsequently received three aberrated point spread functions,
each "sampled by an 8x8 array of detector elements. The width of
the detector elements is 2.13)AF, where XA is the wavelength of the
object radiation and F is the focal ratio (f#) of the optical
system.”"* The three point spread functions are shown in Figure 34.

=1 =3 =5 =11 33 13 -7 -3 26 <3 5 44 =13 =4 27 <22 :

6 1 27 33 3 4 =3 0 <27 =33 4 21 11 S5 =8 1R
-4% =16 2 29 179 172 27 O 2 33 =11 =29 56 14 6 9
14 =2 6 &b 352 HH =15 =4 10 3 10 1072 240 29 13 1
-7 12 1 61 95 54 =11 3 -15 =13 41 209 164 S =R 21
29 =29 3 1 34 13 5 15 2 11 16 =h 31 2 0 16
=2 =8 26 35 {1t =1 <17 14 «9 31 2 =12 20 =3 16 =1
=ih =M =12 =B 1S =30 =0 =25 =27 24 =8 =17 =21 =1k =25 10
(a) (b)
=34 =43 14 K] =16 =21 51 10K

=30 41 22?2 =9 271 22 A3y =7
=5 53 =Bl =32 166 =27 724 =24
53 =43 7 13 375 29 13 40
51T =2 N 15 122 =2 14 60
16 21 «h =A0 Sk =11 16 =14
B «37 12 <2 =14 =34 =91 =40
34 =17 =5R A5 =49 =43 =723 =70

(c)
Figure 34. PSF's for the blind test

®
Letter of June 30, 1981 to R. Gonsalves from V. Mahajan
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We exerc’'sed the phase retrieval algorithm on the three point
spread functions (PSF) as follows. First, we left the sampling
interval at 2.13AF#, even though our algorithm assumes the prefix
constant to be a integer (we used 2). For each PSF we assumed hnat
the unknown phase could be approximated by 8, by 15, and by 23
terms in a Zernike polynomial expansion. The 8 and 15 term expansions
were determined with the all-zero polynomial as a starting point in
our search. The 23 term expansion used the 8 term solution as a

starting point.

Next we interpolated the PSF's to give us an 8x8 array sampled
at 2)\F#. The searches described above were repeated.

In Figure 35 we list the Zernike polynomials.
Figure 36 is a summary of the data processing for the 18 cases.

Figures 37 through 82 give the results. For example, Figure 37
shows the input PSF, the estimated PSF, the mean square error between
them, and the coefficients of the Zernike polynomials for the
estimated phase. Figure 38 shows the estimated phase itself. This
first pair of figures is for case 1, sampling interval = 2.13\F#,
and 23 Zernike polynomials.
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TSP TETWPITIOANIRT? @ TaT BTN ST

Polar Coordinates

n Rectangular Coordinates

1 1 1

2 X cus @

3 Yy sin @

4 v 29 -1 a? -1

5 xz- y2 r2 cos 2° 6

6 2 xy r? sin 2 8

7 x(3x%+3y%-2) (3r%-2r) cos o

8 y(3x2+3y-2) (3r%-2r) sin o

9 x(x2-3y2) 3 cos 3 @
10 yxy?) r3 sin 3 0

11 Sx4 + 12x2y2 + 6y47- 6x2 - 6y2 +1 6r4 - 6r2 + 1

12 (x2-y%) (4x%+ay2-3) (ar®-3r?) cos 2 o

13 2%y (4x2+4y2-3) (4r4-3r2) gin 2 8

14 x4 - 6x2y2 + y4 r4 cos 4 8

15 4xy (xz-yz) r¥ sin 4 8

16 x(10x%+20x 2210y -12x2-12y%+3) (10r°-120%+3r) cos 6
17 v (10x3+20x2y 2+ 10y%-12x2-12y%+3) (10r°-12r3+3r) sin o
18 x(x2+y2)(5x2+5y2-4) (5r5-4r3) cos 360

19 v (x2+y?) (5x245y2-4) (sr5-ar3) sin 3 @

20 xs - 10x3y2 + Sxy4 rs cos 5 @

21 5x4y - 10x2y3 + yS rs sin 5 8

22 20x® + 60x?y? + 60x%y? + 20y8 - 30x! - 60x%y% T 2008 - 30c? ¢ 120241

- 30\14 +12¢% + 12y2 -1
23 7053 + 280x%y% + 420x%y? + 280x%y8 + 70y° 70r® - 140r® + 90
- 140x% - 120x%y? - 220x%y* - 1406 + 90x? - 206 4+ 1

+ 180x2y2 + 90y4 - 20x2 . 20y2 +1

Figure 35. Zernike circle polynomials
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ST T T T TRETT T,

Assumed Number of Residual RMS vValue
Sampling Zernike Mean Square of the Estimated
Interval Case Polynomials Error Phase (in waves)

23 14669 0.368

1 15 16113 0.327

8 18750 0.419

23 14792 0.187

2.13)\F# 2 15 14977 0.215

8 17158 0.197

23 113471 0.434

3 15 114310 0.341

8 114005 0.431

23 10980 0.451

1 15 12927 0.362

8 15518 0.486

23 9870 0.213

2.00)\F# 2 15 10553 0.224

8 14042 0.231

23 143020 0.541

3 15 143689 0.506

8 143503 0.536

Figure 36. Data Processing Summary




PHRUINZ2S LOGs S 24=JUL=1981 16:40:13,60

NUMBER OF ZERNTIKE POLYNQMIALS = 23
NUUMRER 3JF TTERATIONS =100
ACTUAL NUMBER JF ITERATIONS = 29

INPUT PSF ESTIMATED PSF
“18 «3 <5 =11 33 13 =7 ~15 0 0 1 3 4 0 0 0
6 1 27 33 30 4 -3 0 0 0 0 9 21 2 0 0
=45 =~1§ 2 29 179 12 27 0 1 1 2 22 169 11 1 1
14 =2 6 66 352 58 «15 =4 1 1 2 57 143 49 1 1
-2 12 1 61 95 S8 =11 3 0 0 2 50 86 47 2 0
29 =20 3 16 34 13 5 15 0 0 1 9 12 4 2 0
-2 =8 26 35 11 <=4 -19 -14 0 0 1 5 2 0 0 1
«16 8 ~12 3 =15 =30 =6 =25 0 0 1 2 1 0 0 0
MEAN SQUARE FRRIR = 14669,0371

CISFFICIENTS NF THE
ZEINIKE POLYNIMIALS

K P(K)

1 N N0N00

2 -N,51416

3 N.32499

4 n,03RS3

5 1437366

6 -0,18525

7 -),18813

8 -0,05068

9 0.01493

t0 0,00606

11 N,04404

12 ~0,05517

13 =0.18909 Figure 37. Blind test results for case 1,
14 =0.06202 2.13AF#, 23 polynomials
15 -0,11456 . ' poly
16 0,06494

17 N0,00804

18 -0),080913

19 -0,06974

20 -N,12625
21 -0,13419
22 0.00143
23 ~0,02685
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PHRUN25,L0Gs1 24~JUL-19R81 162:40:13.60
FSTTVATED PHASE ARFRRATION (100 =2 ONE WAVE)

92 99 101 10t 100 95
46 59 64 67 69 71 13 76 18 11
24 33 37 39 41 43 46 50 54 60 66 69
7 17 19 20 21 23 26 29 33 37 42 48 55 59
4 6 6 7 9 11 14 18 21 25 28 31 37 43
10 =5 =5 =4 =2 0 3 6 9 13 16 18 18 20 24 27
=20 =19 =18 =15 =11 =6 =3 0 4 8 11 11 9 & 7T 10
=37 =36 =33 =27 =19 =13 =7 =2 2 6 9 71 3 =2 =4 =3
=56 =54 =4R =39 =28 =18 <=9 =2 3 8 9 7 0 =6 =10 =10
-74 =569 =62 =50 =35 =22 =10 0 6 11 12 8 1 =6 =10 =10
~87 =80 =72 =58 =42 =25 =11 0 9 14 14 10 3 <=3 =5 =4
=R2 =75 =63 =46 =29 =13 0 9 13 14 10 5 2 3
=72 =67 =59 =46 =31 =17 =4 3 8 9 T & 8 12
=46 =43 =38 =30 =20 =12 =6 =2 O 0 3 8
<17 =21 =22 =22 =20 =19 =18 =17 =15 =11
«12 =23 =31 =38 =44 =48

RMS PHASE ACRJSS APERTURE = N.368 (WAVES)

Figure 38, Blind test results for case 1,
2.13)\F#, 23 polynomials
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PHRUN25,L0G:1 27=JUL=1981 15316:36.82

NUMBER OF ZERNIKE POLYNOMIALS = 15
NUMBER JF ITERATIONS =100
ACTUAL NUMBER JF ITERATIONS = 31

INPUT PSF ESTIMATED PSF
18 =3 =5 =11 33 13 =7 =15 o o o t 8 3 0 O
6 1t 27 33 30 4 =3 0 o o0 o0 S 22 6 1 1
-45 =15 2 29 179 12 27 O f 0 2 19 168 10 4 1
14 <2 6 66 352 58 ~t5 <=4 0 0 1 63 342 49 5 1 1
“2 12 1 61 95 58 ~11 3 o t 1 46 91 39 11 1
29 20 3 16 34 13 5 15 t o o t 2 4 3 2
-2 =9 26 35 11 =4 ~-19 =14 o o o o t t 0 0
=16 =R =12 =8 =15 =30 <6 =25 o o o t 3 1 1 0
MEAN SQUARE ERROR = 16113,3584

CIIFFICIENTS OF THE
ZZAINLKE POLYNDMIALS

=

P(K)

0,00000
=0,52890
0.13925
0.05675
0,08017
0,27042
=0,13R21
0,21869
~0,20175
0.26567
«0,05859
=0,13863
0,19159
«0,07769
-0,14917

—
OV~ NDWN -

-
Y

— bt b =t
NS W

Figure 39. Blind test results for case 1,
2.13AF#, 15 polynomials
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PHEUN2S5,LIGE 27=JUL=1981 15:16:36,82
FSTIMATFD PHASK ARERRATION (100 = ONE 4AVE)

57 68 80 91 101 108

319 45 52 A1 69 78 85 91 95 96

32 34 38 43 49 S5 61 66 70 T3 14 74
25 25 27 29 33 37 40 44 47 49 St S2 53 53
17 18 19 21 23 25 27 28 29 30 31 32 34 36

B 12 11 13 14 15 1S 15 15 14 14 14 15 18 22 30

17 =6 1 6 8 7 5 1 =2 =6 =9 =9 =§ 0 12 30
=27 =11 0 6 9 9 6 2 =2 <=6 =9 =9 =p 2 17 40
=38 =17 =3 5 9 19 8 3 =1 =5 =§ «7 =3 7 2 S3

=28 =10 1 8 9 7 4 0 =4 =7 =5 0 13 395

=46 =23 =18 0 4 3 0 =3 =7 =8 =6 1 17 43

=4 =26 =15 =9 =8 =10 =13 «16 =16 =12 =1 17
=58 =43 «35 =31 =32 =33 =34 <33 =27 -14
=77 =71 =69 =68 =68 =64

RMS PHASE ACRDSS APERTURE = 0.327 (WAVES)

Figure 40. Blind test results for case 1
2.13)XF#, 15 polynomials
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PHRUN25.LUGS 1 28=JUL=1981 16:08313,69
NUMRER OF ZERNTKE POLYNOMIALS = 8

NUMBER JF ITERATIONS =100
ACTUAL NUMBER JF ITERATIONS =z 27

INPUT PSF ESTIMATED PSF
=18 =3 <5 =11 33 13 =7 =15 0 0 1 S 8 1 0 0
6 1 27 33 30 4 =3 0 0 0 1 19 139 3 1 0
«45 =156 2 29 179 12 27 0 1 1 1 26 159 11 5 1
14 =2 6 66 352 58 «15 =4 0 1 6 74 348 64 4 1
-2 12 1 61 95 58 =11 3 0 0 0 31 99 5 0 0
29 =20 3 16 34 13 5 15 0 0 0 0 2 0 0 0
=2 =3 26 35 11 <=4 -19 =14 0 0 0 1 1 0 0 0
=16 <=8 =12 =8 =15 =30 =6 <25 0 0 0 2 2 1 0 0
MEAN SQUARE ERRIR = 18750,3301%

CIEFFICTENTS 0OF THE
ZEINIKE POLYNOMIALS

K P(K)

0.00000
-0.65838
0.19238
0.09076
0.45863
0.11742
=0,22798
0,03849

W~V WA -

Figure 41. Blind test results for case 1,
2.13)\F#%, 8 polynomials




PHRUN2S,0LIGS 28=JUL=-1981 163082:13,69
FESTIMATED PHASE ABERRATION (100 = ONE wAVE)

134 132 131 131 132 135
102 99 97 96 95 95 96 98 101 106
71T 69 68 67 66 66 66 67 68 T1 TS 79
43 43 44 44 43 43 43 43 44 45 47 50 5S4 58
19 21 23 24 25 26 26 27 27 28 29 3t 34 137
=5 J 4 7 10 12 13 14 14 15 16 16 17 19 21 23
=23 =15 =9 =4 0 2 4 S 6 7 7 7 8 8 8 9
=38 =28 =20 =13 =8 -4 =~} 0 2 2 2 2 1 i 0 0
=50 =33 =28 =20 =13 =8 =4 1 0 0 0 0 =t =3 &5 =7
=62 =48 =36 =26 =17 =11 =6 <=3 ={ 0 0 «1 =3 =6 =9 =12
=73 =57 =42 =31 =21 =13 =7 =3 =} 0 0 =1 =4 <7 =12 =17
-66 =49 =36 =24 =15 =8 =4 =1 0 0 =1 =4 =9 =14
=76 =57 =42 =29 =18 =11 =5 =i 0 0 =2 =~6 =11 =17
=67 =50 =35 =23 =14 <8 =4 =2 =2 =4 «8 =14
“60 =44 =31 =21 =13 =8 <=6 .=6 =9 =13
~42 =30 =22 =16 ~14 =14

RMS PHASE ATRISS APERTURE = 0.419 (AAVES)

Figure 42. Blind test results for case 1,
2,13)XF#, 8 polynomials
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PHRUN25,L3G21 28=JUL=-1981 12:56:30.36
NUMRER OF ZERNTKE POLYNOMIALS = 23
NUMBER JF ITERATIONS =100
ACTUAL NUMBER JF ITERATIONS = 28
INPUT PSF ESTIMATED PSF
26 =3 S 44 =13 <=4 27 =22 0 0 0 1 1 0 0 0
-22 =33 4 21 11 S =8 18 0 0 0 1 4 1 0 0
2 13 =11 =29 56 14 6 9 0 0 0 2 50 10 0 0
«10 3 10 102 240 29 13 1 1 2 13 97 238 24 0 0
=15 =13 41 209 164 5 =8 21 1 3 30 207 161 15 1 1
=2 11 16 =6 31 =2 0 16 0 0 2 5 26 3 1 0
-9 3 2 =12 20 =3 16 =} 0 0 0 1 2 1 1 1
=22 24 =8 =17 =21 =16 =25 10 0 0 0 1 1 0 0 0

MEAN SQUARE ERRQOR = 14792,0439

CIEFFICIENTS IF THE
ZLANIKE POLYNOMIALS

K P(K)

' 0.00000

2 -0.12741

3 =0.15363

4 -0,01173

5 -0.19319

6 -0,04978

7 =0,11550

8 0.25747

9 0.02261
10 0,15956
11 «0.,07124
12 0.02961 ]
13 =0),08038 |
14 =0,75428
15 -0,03489
16 0.06713%
17 =0,15433 Figure 43. Blind test results for case 2,
18 =0.04259 2.13\F#, 23 pol ial
19 20 00a3¢ . , polynomials
20 «-),00861
21 «0,04516
22 =0,00050
23 0.00533

68
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PHRUN2S5,LDG: 28=1UL=~1981 12:56:30,36
ESTIMATED PHASE ABERRATION (100 = ONE WAVE)

“h =4 - 1 S 9

0 2 ] 2 2 3 6 12 18 20

R 12 13 10 6 1 0 1 7 18 231 23
17 22 24 22 16 R 0 =5 =p =2 6 16 22 16

28 33 34 30 21 10 0 =9 v14 =12 =4 6 16 15

32 35 40 41 36 26 13 0 =12 =19 «19 =13 =3 g8 11 =2
35 38 43 45 40 30 16 2 *11 =20 =24 =20 =10 1 6 =3
33 37 43 45 41 33 20 5 =R =19 =24 <21 <13 =3 3 =4
27 31 37 41 40 33 22 8 =4 =15 =20 =19 =12 =3 2 =4
19 21 29 33 34 31 22 11 0 =10 =15 «14 =38 0 3 =3
11 A 15 22 25 25 19 11 2 =5 =8 a7 a3 4 6 -2

-3 0 7 13 15 13 9 I =1 =3 = 3 8 9

=13 =13 =7 =} 2 4 3 1 0 0 2 6 10 9

=21 =22 =17 =11 =8 < =5 =4 =2 0 S 7
=29 =30 =27 =23 =20 =17 «15 =11 =7 =4
=39 =39 =37 =34 =31 =27

RMS PH:SF ACRJISS APERTURF = 0.187 (AAVES) k

Figure 44. Blind test results for case 2,
2.13)\F#, 23 polynomials




PHRUN25,L0G2 1 28-JUL=1981 13:158132,6)
NUMBER OF ZERNIKE POLYNOMIALS = 15
NUMBER JF ITERATIONS =100
ACTUAL NUMBER OF ITERATIONS = 27
INPUT PSF ESTIMATED PSF
26 =3 5 44 =13 <=4 27 =22 0 0 0 0 0 3 2 0
-22 =33 4 21 11 S -8 18 0 0 0 0 4 8 2 1
2 13 =11 =29 56 14 6 9 0 0 0 2 44 15 1 0
=10 3 10 102 240 29 13 1 1 3 9 100 236 23 1 1
=15 =13 41 209 164 5 =8 21 0 2 36 207 160 10 1 1 ;
=2 11 16 =6 31 =2 0 16 0 0 1 6 17 5 1 0 |
-9 31 2 =12 20 =3 16 =1 0 0 0 0 1 2 1 1
=22 24 =8 =17 =21 =16 =25 10 0 0 0 0 0 1 1 0

MEAN SQUARE ERRIR = 14977,.6211

CIEFFICIENTS OF THE
ZEANIKE POLYNOMIALS

K P(K)

1 0.00000

2 -0,13208 ]
3 -0.186848

n 0.16422

5 -0,14907

6 0.13722

7 =0,10132

8 0.17617

9 0.02508 ]
10 0.24696 .
11 =0.16436
12 0.06881
13 0.13409

14 =0,00229
15 0,00968

Figure 45. Blind test results for case
2.13)\F#, 15 polynomials
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PHRUN25,L0OG: t 28=JUL=1981 13:58:32,63
FSTIMATED PHASFE ABERRATION (100 = NNE WAVE)

29 35 41 49 57 65
29 32 34 35 39 44 51 59 67 71

38 40 38 35 32 32 35 41 49 58 64 67

47 S1 48 41 33 27 24 25 29 37 46 54 59 57

62 61 53 42 31 22 16 14 17 24 33 43 S0 50

et i

64 72 68 S8 43 29 17 9 6 7 13 22 32 40 42 35
73 79 74 61 45 29 15 5 0 0 5 13 23 31 35 29

77 83 77 64 47 30 14 ] =2 =3 0 7 16 24 28 24

74 B3 78 66 49 32 16 4 -2 =4 -1 5 13 21 24 19
65 78 77 66 51 35 20 8 1 -1 0 6 13 20 22 16
48 67 70 64 52 38 24 14 7 4 S 10 16 21 22 15

48 S8 57 S50 39 29 19 13 1t 12 16 21 24 23

19 38 44 43 37 30 24 20 t9 20 23 27 28 25

7 23 29 30 28 26 24 24 26 29 32 3
-9 6 14 19 21 24 26 30 33 34
=11 0 9 16 22 27

RMS PHASE AC#OSS APERTURE = 0.215 (AAVES)

‘ Figure 46. Blind test results for case 2,
{ 2,13)XF#, 15 polynomials




PHRUN25,LOG?1 28=JUL=1981 12:36:51,12

NUMBER OF ZERNIKE POLYNOMIALS = 8
NUMBER JF ITERATIDNS =100
ACTUAL NUMBER JF ITERATIONS = 29

INPUT PSF ESTIMATED PSF

26 =) 5 44 =13 =4 27 =22 0 0 0 0 1 1 1 0
=22 -33 4 21 1} 5 =8 18 0 0 0 1 7 5 2 0
2 13 =11 =29 56 14 6 9 0 0 1 6 59 13 3 1
=10 3 10 102 240 29 13 1 1 0 2 108 23S 27 S 1
=15 =13 41 209 164 5 =8 21 0 0 1 209 168 24 ) 1
-2 11 16 =6 31 2 0 16 0 0 0 4 9 3 1 0
=9 31 2 =12 20 =3 16 =i 0 0 0 0 1 0 0 0
=22 24 «~8 =17 =21 ~16 =25 10 0 0 V] 0 0 0 0 0

MEAN SQIIARE ERROR = 17158,52913

CIEFFICIENTS OF THE
ZERANIKE POLYNJMTALS

K P(K)

0,00000
-0,20418
-0,07825
-0,11455
-0,24277

0.,11323
~0,09764

0,24352

W~ N D N

Figure 47. Blind test results for case 2,
2.13)F#, 8 polynomials
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PHRUN25,LTG2 1 28=JUL=1981 12:36:51,12
ESTIVATFD PHASE ABERRATION (100 s OMF WAVE)

“11 =13 «15 =17 =17 =15

=4 =4 =6 <«9 =12 =16 ~-1R =-18 =15 =8

0 2 ? 0 =4 =9 =14 «17 =19 =18 =13 =4

0 7 9 L) 4 0 =6 =12 =16 =19 =19 =16 =8 4

6 12 14 13 9 3 =2 =9 =15 =18 =20 =18 =11 0
-1 1) 16 118 17 13 7 0 =6 =13 =17 =20 =18 =13 =3 13
0 1t 18 20 19 15 9 2 =4 =11 =16 =19 =18 =14 =4 10
-3 9 17 20 19 115 10 3 3 =10 =15 =18 «18 =14 =5 fa
-9 4 13 17 17 14 9 3 +3 =10 =15 =18 =18 =14 =5 8
-19 =3 6 11 12 10 6 1 =5 =11 «15 «18 «18 =14 =5 7
=33 =15 =4 2 5 4 1 =3 =8 =13 =17 =19 =19 =14 =6 7

=32 =18 =10 =5 <5 ef =9 =213 =17 =20 =22 =20 =15 <6

=53 =37 =26 =20 =17 «17 =19 =21 =24 =26 =26 =24 =18 =8

=60 =47 =39 =34 =32 =32 =32 =33 =34 =32 =28 =21

*73 =62 =55 =50 =48 =47 <45 =44 =41 =35
=80 =73 =68 =64 =61 =57

RMS PHASE ATRISS APERTURE = 0.187 (WAVES)

Figure 48. Blind test results for case 2,
2.13)\F#, 8 polynomials
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PHRBN25,LJG?1 28=JUL=1981 15:38:26,96

NUMBER OF ZERNIKE POLYNOMIALS = 23
NUMBER QF ITERATIONS =100
ACTUAL NUMBER JF ITERATIONS = 21

INPUT PSF ESTIMATED PSF
=34 ~43 14 87 =16 =21 51 108 0 0 0 1 0 0 0 0
=30 41 22 =9 27 22 43 =1 0 0 0 2 S 1 0 0
=5 53 =81 =32 166 =27 24 =25 0 0 0 1 139 2 1 0
53 =63 7 13 375 29 13 40 0 0 1 14 348 20 3 0
57 =2 71 15 122 -2 14 69 0 0 1 4 95 2 1 1
16 21 =6 =60 56 =41 16 =14 0 0 0 1 11 1 0 0
B8 =37 12 =2 =14 =94 =91 =40 0 0 0 0 1 0 0 0
34 =17 =58 45 =49 =41 =23 =70 0 0 0 0 0 0 0 0

MEAN SQUARE FERRJR = 113471,9531

CIRFFICIENTS OF THE
ZZANIKE POLYNOMIALS

K P(K)
1 0,00000
2 -0,72504
3 0.33835
4 0,14078
5 0.30064
6 -n,01004
7 0,04718
8 0.02084
9 0,02034
10 0.01474
11 «0,00880
12 0.00405
| 13 0.,01477
; 14 0.01639
| 15 0.03228
| 16 «0,00119
i 17 0.00482
18 =0.01799 Figure 49. Blind test results for case 3,
19 -0,03260 3 1FE . 23 ool 121
20 0.04583 . ' polynomials
| 21 -0,01725
| 22 0,00017
| 23 «0,70588
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PHRUNZ2S,0LIGe ?2R=JiiL=1981 15:38:26,96
ESTIMATED PHASFE ARERRATION (100 = ONE wAVE)

198 111 113 116 119 123
77 83 H6 90 94 98 103 108 113 116
48 S7 62 67 7t 76 H1 BR6 92 97 101 104

19 31 39 44 149 54 59 65 70 75 80 85 88 89

T 17 24 29 34 39 44 49 S4 59 64 68 Tt 74
-17 =3 S 14 16 20 25 29 34 139 43 48 St S5 58 61
=23 =11 =4 0 4 A 11 1% 20 24 29 33 36 40 43 48
=28 =13 =14 =9 =6 =3 0 3 7 11 t6 20 23 26 31 37
«33 =26 =22 =19 =15 =12 =10 <=6 <2 1 S 9 12 16 21 28
~38 =33 =30 =27 =24 «21 =18 =14 =10 =6 =2 0 3 7 13 21
=43 =39 =36 =34 =31 =27 =24 =20 ~16 =12 =8 =5 =~ 2 8 17

=44 =42 =39 «36 =32 =27 <23 ~19 =15 -11 =8 =5 0 6

=4R =45 =42 =39 =234 =29 =24 ~19 =15 =12 =9 <6 i 4
“47 =43 =38R =33 «27 =22 ~17 =13 =)0 =7 =5 =}
~41 =35 =28 =22 =17 ~12 <=8 <=6 <=4 =4
«21 =14 =9 =4 =2 =i

RMS PHASE ACRJSS APFERTURE = 0.434 (WAVES)

Figure 50. Blind test results for case 3,
2.13)\F#%, 23 polynomials




PHRUN25,LOGs 1 28-JUL~1981 14212:11,06

NUMBER OF ZERNIKE POLYNOMIALS = 15
NUMBER JF ITERATIONS 3100
ACTUAL. NUMBER JFf ITERATIONS = 26

INPUT PSF ESTIMATED PSF

-34 =43 14 B87 =16 =21 51 108 o 0 o0 1 & 1
30 41 22 <=9 27 22 43 <=7 o o o0 2 14 1
-5 53 =81 =32 166 =27 24 =25 o 0 o0 2135 2
53 =63 7 13 375 29 13 40 o 0 1 11 3%1 13
57 <2 71 1S5 122 =2 14 69 o 1 2 8 99 1
16 21 =6 =60 56 =41 16 =14 o 0 o0 0 0 0
8 =37 12 =2 =14 =94 ~91 =40 o 0 o0 o0 o0 O
34 =17 =58 45 =49 =41 ~23 =70 o 0 o O 1t O

MEAN SQUARE ERROR = 114310,4766

COEFFICIENTS OF THE
ZEANIKE POLYNOMIALS

K P(K)

1 0,00000
2 -0,48972
k| 0.37731
4 0,04506
S 0.11653
6 -0,00631
7 =0,19206
8 0,00039
9 =0,22465
10 -0,00996
11 =-0,03206
12 «0,03229
13 =0,01440
14 -0,06289
15 -0,00741

Figure 51. Blind test results for case 3,
2.13)\F#, 15 polynomials
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PHRUN?5,LUG;

FSTIMATED PHASE ABERRATION (100

=30

=36

=40

-39

-39

R4S

-13
=22
=28
-31
=32
-32
-32
=33

=37

PHASE ACROSS

20

=6
=15
-21
=24
=26
=26
=26
=28
=32

-41

45
27

11

-19
=20
=21
=21

=23

=37

=52

78 82
51 56 60
32 37 4%
16 21 25
4 8 12
-5 0 3
11 =6 =2
=14 =10 =5
=16 =1t =7
=16 =12 =7
17 =12 =8
=18 «14 =10
=23 =19 =15
=33 =29 =25
*49 =45 =42
=71 =67
APERTURE =
Figure 62.

87
65
46
29

17

=10

28=J1iL=1981 14:12:211,06

= ONE WAVE)
91 96 100
69 73 78
50 54 58
34 38 42
21 25 30
12 16 2t
6 11 15
3 8 13
; 6 12
1 6 12
1 6 11
0 4 10
-5 0 4

=20 =15 =10

=5

=37 =33 =28 =22

=64 =59 =54 =49

0,341

82 85
62 66
46 50
34 38
26 30
20 25
17 22
17 22
17 22
17 22
t5 21
10 16
0 6
=17 =11

(NAVES)

69
54
42
34
29
217
26
217
217
26
21

11

56
44
36
32
30
30
31
31
30

25

Blind test results for case 3,
15 polynomials

2.13)\F#,

77

KL
34
32
32
34

34




PHRIIN2S,LOG? 1 28=JUL=1981 15:15:08,26

NUMBER OF ZERNIKE POLYNOMIALS = 8
NUMBER JF ITERATIONS =100
ACTUAL NUMBER JF ITERATIONS = 22

INPUT PSF ESTIMATED PSF
=34 =43 t4 87 =16 =21 51 108 0 0 0 0 1 0 0 0
=30 41 22 =9 27 22 43 =7 0 0 0 l; 8 1 0 0
5 53 =81 =32 166 =27 24 =25 0 0 0 1 140 2 1 0
53 =63 7 13 375 29 13 40 0 0 2 12 350 20 2 0
57 <2 71 1S 122 -2 14 69 0 0 0 3 97 3 1 0
16 21 <=6 =60 56 =41 16 =14 0 0 0 1 8 1 0 0
8 =37 12 =2 =14 =94 =91 =40 0 0 0 0 1 0 0 0
34 =17 =58 45 =49 =41 =23 =70 0 0 0 0 0 0 0 0

MEAN SQUARE ERROJR = 114005,8438

CIEFFICIENTS OF THE
ZERNLIKE PDLYNOMIALS

K P(K)

0,00000
-0.10795
0,35687
0,14237
0.31047
-0001610
0.02125
0.01797

X~ PN D WA -

Figure 53. Blind test results for case 3,
2.13)F#, 8 polynomials




PHRIIN?S,LUG;
LSPivared pHase

24

=10 =%
-22 =13
=32 =26
-30 ~34
-47 =41
=52 =15

=39

=59

47

30

71
53
3h

21

-15
=24
=31
=36
=39
=40
=40

-16

RMS PHASE ATRISS

ABERRATION (100

18
59
42
27

13

-10

-‘Q

=-31
=15
=36

~35

N3
43
A5
48
32

17

-21
=10
-32
=31
=28

-23

109
a9
70
5?
i

22

=10
-17

-23

-28
-27
-24

=19

APERTURE =

Figure 54,

28=JUL=1981 15:15:08,26
= ONE wAVE)

114 119 128 129

94
75
57
a3
26

14

-13
-19
-22
-24
-23

=20

Y9 103 198 112 116
79 B4 A8 92 97
b2 66 10 T4 78
45 S50 54 58 A2
135 39 43 47
18 22 26 30 34
6 10 14 18 23
-2 ! 5 9 13
-4 w6 =2 2 6
=15 =11 =7 -3 4
=18 =14 =10 =6 <2
«20 =16 =11 =7 =2
=19 =15 =10 <6 =%
16 =11 =7 =2 2
«10 =6 =i
0.431 (WAVES)

Blind test results for case 3,
2.13)\F#, 8 polynomials

79

T
101
B3 87
6bh 71
51 56 61
38 431 48
27 32 W0
18 22 27
10 15 20
S 10 186
2 7
i 7
3
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PHRUN25,LOG; 1 28=JUL=1981 16:40:58,35

NUMBER OF ZERNIKE POLYNOMIALS = 23
NUMBER OF ITERATIONS =100
ACTUAL NUMBER OF ITERATIONS = 25

INPUT PSF ESTIMATED PSF

=2 =2 <6 =5 1 =8 0 =2 0 1 3 5 1 0 0 0
0 5 30 138 132 3 2 4 0 t 5 23 13 S 1 1
-13 J =12 41 220 25 15 14 2 1 2 37 207 14 6 3
=12 11 =1 87 353 80 =29 5 1 3 S 79 345 74 ] 1
4 9 4 65 93 63 =6 =2 0 0 7 52 89 49 1 0

2 =23 5 14 31 16 4 17 0 0 1 6 15 11 0 0
=1 =7 33 35 20 1 =17 =11 0 0 1 2 4 2 0 0
=7 =4 =38 0 =19 =31 =8 =28 0 0 1 1 1 0 0 0

MEAN SQUARE ERRIR = 10980,7637

CIEFFICZIENTS OF THE
ZERNIKE POLYNOMIALS

K P(K)

1 0,00000

2 =0.,67001

3 0,36708

4 0,11526

S 0.,36444

6 0.04485

7 «0,04229

8 -0,13217

9 0,05469
10 0.,12285
11 0,03617 {
12 0,04297 {
13 «0,16960
14 -0,07437

15 0.,02564

16 0,003t8

17 0,04489
18 0.,05263

19 *u,12719 Figure 55. Blind test results for case 1,
20 =0,00918 2)\F#, 23 polynomials
21 -0,01912
22 0.00500
23 =0,07443 80




PHRUN25,LDGS L 28~ JUL=1981 16:40:58,35
FESTIMATED PHASF ABRKRRATION (100 = ONE WAVE)

123 120 117 115 113 108
109 104 96 91 90 92 95 98 101 98
87 80 70 65 65 67 71 74 77 81 86 8A
60 60 49 44 44 48 53 58 61 62 62 64 70 72
40 33 27 27 30 35 41 47 51 52 49 46 47 55
8 19 13 11 14 18 22 28 34 40 43 40 34 30 34 38
=6 J =2 e} 2 5 8 13 20 29 34 34 26 19 18 24
=22 =16 =16 =13 =9 =~5 ~4 0 9 20 28 30 23 13 9 12
=39 =31 =30 =26 =21 =17 =13 =7 2 1S 25 28 22 12 6 S
«56 =45 =44 «40 =33 =27 =20 -1t t 14 25 28 23 13 8 2
=74 =56 =56 =54 =46 =37 =26 ~13 0 15 25 28 24 18 13 -1
=55 =64 ~64 =58 ~48 =34 =18 <2 13 23 28 27 24 11
=75 =hb5 =H8 =H6 =57 =42 =25 =8 8 20 28 31 29 11
=64 =61 =52 =57 =46 =30 =12 4 19 30 135 25
=52 =47 =44 =37 =24 7 9 23 32 24
=28 =19 =9 2 13 18

RMS PHASE ACROSS APERTURE = 0.451 (AAVES)

Figure 56. Blind test results for case 1,
2)F#, 23 polynomials
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PHRUN25,L0OGs1 24=-JUL-1981 16:11:05,26

NUMBER OF ZERNIKE POLYNOMIALS = 15
NUMBER JF ITERATIONS =100
ACTUAL NUMBER JF ITERATIONS = 30

INPUT PSF ESTIMATED PSF
=2 =2 =6 =5 1 =8 0 =2 0 0 0 2 7 b) 1 0
0 5 30 38 32 3 2 4 1 0 0 12 33 7 2 1
=13 J =12 41 220 25 15 14 1 1 2 39 204 19 6 2
=12 t1 =1 87 353 B8O =29 S 0 0 2 78 345 69 7 1
4 3 4 65 93 63 =6 =2 0 1 1 53 93 51 14 2
2 =23 5 14 31 16 4 17 2 1 0 1 1 4 6 4
-1 =7 33 135 20 1 =17 =11} 0 0 0 1 1 1 1 0
-7 =4 =38 0 =19 =31 =8 =28 0 0 0 1 2 1 1 0
MEAN SQUARE ERRIR = 12927,439S

CIEFFICIENTS OF THE
ZERNIKE POLYNDJVIALS

K P(K)

1 0,00000

2 =0.57599

3 0.14083

a 0.09045

5 0.21900

6 0,22991

7 “0,17272 J
8 0.24472

9 =0,21831
10 0.06116
11 =0,04909
12 =0,15268 ,
13 0,16786
14 =0.02360
15 =0.17726

Figure 57. Blind test results for case 1,
2)XF#, 15 polynomials
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PHRIN2S,LOG: 24=J011,-1981 16:11:05,26
ESTIMATED PHASF ABERRATION (100 3 NNE WAVE)

75 90 105 117 127 134
44 55 66 78 89 94 104 109 111 110
32 38 46 5S4 63 710 76 B8O 82 83 82 79
22 25 30 35 41 47 S1 54 S6 57 S6 55 54 53
15 1R 21 25 29 32 34 35 35 34 32 312 32 134
5 7T 10 14 17 19 20 20 19 17 15 13 13 14 19 28

-4 7 ) 8 11 12 1 9 7 4 1 0 0 2 10 24

“15 =5 0 5 7 8 6 3 0 =4 7 =9 -8 =3 6 25
=22 =11 <2 3 6 6 4 1 =3 =8 =12 =13 =12 =5 8 31 !
“32 <16 =4 2 7 1 5 1 =3 =8 =12 =14 =11 =1 15 42 |
=44 =23 <8 2 T 9 7 3 =1 =7 «10 =11 =7 4 24 56

=34 =14 =1 6 9 8 4 (0 «5 =8 =8 =2 11 34

=51 =26 «9 1 5 6 3 =1 =5 =8 =7 0 16 43

“46 =25 =11 =4 =2 =4 =9 =1f =13 =10 =f 17
=52 =34 =25 =21 =21 =24 =26 =27 =23 =11
<60 =54 =52 <53 =54 =53

KMS PHASE ATROSS APERTURE = 0,362 (WAVES) H

Figure 58. Blind test results for case 1,
2)\F#, 15 polynomials




PHRUN25,L0G?1
“2 =2 =6

0 5 30
-13 I =12
=12 11 =1
4 9 4

2 =23 5

-1 =7 33
7 =4 =8

28=JUL=1981 16223:00,68

NUMBER OF ZERNIKE POLYNOMIALS =
NUMBER JF ITERATIONS =100
CTUAL NUMBER JF ITERATIONS = 33

17

-8 =28

INPUT PSF

=5 1 =8 0

38 32 3 2

41 220 25 15

87 353 80 =29

65 93 63 <=6

14 31 16 4

35 20 1 =17 =11

0 =19 =31

MEAN SQUARE ERRJR =

CIEFFICIENTS OF THE
ZERNIKE POLYNOVWIALS

=

DN NS WA =

Figure 59.

P(K)

0,00000
-0,72672
0.,36B828
n,09200
0,48951)
0,28294
=0,13445
-0,10324

ESTIMATED PSF

0 1 1
) 0 1
1 1 2
1 2 14
1 1 2
0 0 0
0 0 0
0 0 1
15518,1748

10
5
34
95

21

4
35
206
347

116

Blind test results for case 1,
2\F#, 8 polynomials

11
95

26




PHRU
EST

=26

-46

=63

=77

=88

R™MS

N25,.L0Gs 1 28=JUL=1981 16:23:00,68
IMATED PHASF ARKRRATTIN (100 = ONE WAVE)

144 140 136 133 131 127
114 110 107 105 103 102 101 99 97 93
82 7178 716 15 15 76 76 76 16 15 12 61
52 49 4R 48 49 51 S3 55 56 ST 57 55 51 45
22 2t 22 24 27 31 34 37 40 42 42 41 138 32
=2 =1 1 5 9 14 19 24 28 30 32 31 28 23 15
=24 =21 =16 =10 =4 2 8 13 18 22 24 24 21 16 8
=42 =37 =30 =23 =15 =7 0 6 12 16 18 19 16 11 3
=57 =50 =41 =32 =23 ~14 =6 1 7 12 15 15 13 8 0
=59 =40 =50 =40 =30 =20 =10 =2 4 9 12 13 1 6 =2
=73 =68 =57 =46 =34 =23 =13 =4 ? 8 11 12 1o 4 =4
“47 =75 «hf3 =50 =38 =26 =15 =5 1 7 11 11 9 3
=94 =81 =67 =54 =40 =28 =16 =6 1 7 10 10 7 1
=86 =71 =57 =43 =29 =18 =7 0 6 9 9 S

=75 =60 =45 =31 =19 +9 =i 4 7 6

“4f =34 =22 ~-12 ~3 1

PHASKE ATRISS APERTUJRE = D.,486 (AAVES)

Figure 60. Blind test results for case 1,
2)F#, 8 polynomials




E PHRUN25.L0G? 20-JUL=1981 13:26:43,47
; NUMBER OF ZERNIKE POLYNOMIALS = 23
NUMBER JF ITERATIONS =100 1
ACTUAL NUMBER JF ITERATIONS 2z 28
INPUT PSF ESTIMATED PSF
2 4 <4 -11 =6 =3 =10 o o o o 2 2 0 0 ;
8 =25 S 9 11 8 =13 19 ©o o o0 0 9 6 0 0O f
3 20 =21 -24 75 20 S5 10 0 1t 1t 3 65 23 { 0 ;
-8 8 12 130 251 39 4 12 0 1 13123245 30 2 0
6 =13 59 219 164 9 =12 20 1 S 46 215 156 15 1 0
3 14 14 3 32 0 =6 18 3 Y 1Y 1 21 &4
=4 33 5 «16 25 0 17 4 1 1 1 0o 4 2 1
6 29 =11 =9 ~18 =16 =21 3 0o o o0 0 1t 1 0 O
h MEAN SQUARE FRRIR = 9870.0830

CIEFFICIENTS OF THE
ZEANIKE POLYNOMIALS

K P(K)
1 0,00000

2 -0.,21956

3 =0,10900

4 0.15145

5 0.07393

6 =0.26152

7 «0.04469

8 0,23940

9 -0,02488

10 0.14144

11 0,04048
12 0.03028
13 “0,07496

14 0,06684

15 0.06582

16 0,07916

17 «0,20647

18 =0,08788 pjgure 61. Blind test results for case 2,
19 «0,00951 2)\F¢, 23 polynomials
20 «0,01193
21 0.07280
22 «0,00148

86




R Soatte o o e SR

PHRIIN2S5,LIG2 T - 28=JUL=1981 13:26243.47
FSEIMATED PHASE AWERRATION (100 = ONE WAVE)

43 sS4 64 T3 81 84 3
18 26 3t 36 4t 48 56 65 70 64

13 18 20 22 23 24 27 32 40 SO0 57 50

17 15 18 20 20 18 15 13 14 20 29 41 48 36

16 {8 22 25 24 18 11 5 2 4 11 23 37 4
19 18 21 27 31 28 20 9 =1 =7 =8 =2 A 23 35 21
24 20 24 32 35 32 21 7 =5 14 =17 =14 =4 10 26 29
28 21 25 33 37 33 22 7 =7 =18 =22 =21 =4 0 156 24

33 2t 23 31 36 33 23 8 =p =17 =24 =25 =20 -8 7 18

41 21 18 24 30 30 22 10 =3 =14 =22 =25 =22 ~1) 0 6
54 24 14 16 21 23 19 1% 0 «10 =18 =22 =21 ~14 =3 ~4
3y 12 7 10 13 13 9 1 =6 =13 =17 =16 ~10 =5
49 17 p 0 3 5 4 1 =3 =7 <9 <7 <-4 =8
30 6 =3 =4 =i 0 1 1 1 2 4 1
18 2 =2 =1 2 7 11 15 17 13
4 S 10 17 23 26

RMS PHASE ACTROSS APERTURE = 0.213 (WAVES)

Figure 62. Blind test results for casc 2,
2AF#, 23 polynomials
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PHRIUN25,L0G21 28=JUL=1981 13:44:53,22

NIIMBER OF ZERNIKE POLYNOMIALS = 15
NUMBER JF ITERATIONS =100
ACTUAL NUMBER OF ITERATIONS = 31

INPUT PSF ESTIMATED PSF

2 4§ =4 =1t ~6 =3 =10 1 0 0 0 0 2 2 1 0

8§ =25 5 9 11 8 =13 19 0 0 0 0 10 7 2 i
=3 20 =21 =24 75 20 5 10 0 0 0 3 65 12 3 1
-8 8 12 130 251 139 4 12 0 2 9 126 248 21 2 0

6 =13 59 219 164 9 =12 20 4 15 47 219 166 9 1 1

3 14 14 3 32 0 =6 18 2 2 3 9 24 5 2 2 !
4 33 =5 =16 25 0 17 4 0 0 0 0 3 2 2 0

6 29 =11 =9 =18 =16 =21 3 0 0 0 0 1 1 0 0

MEAN SQUARE ERRJR = 10553,9707

CIEFFICIENTS OF THE
ZERNIKE POLYNOMIALS

K P(K)

1 0.00000
2 -0,19623
3 -0,13809
4 0.19114
5 0.03964
6 =0,42954
7 «0.01990
8 0.04450
9 «0,12483
10 0.24520
11 0.05519
12 -0,03948
13 =0,16192
14 0,11369
15 0.,11729

Figure 63. Blind test results for case 2,
2)\F#, 15 polynomials
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PHRUN25,L3G:1 28=JUL=-1981 13:44:53,22
FSTIMATED PHASE ARERRATION (100 = ONE WAVE)

45 57 66 73 80 87
9 21 32 40 46 50 5S4 59 65 76
-1 7 16 23 28 31 33 35 37 41 49 63

4] 3 8 13 17 19 21 21 21 21 23 28 39 57

10 9 10 1t 13 14 13 12 11 9 3 12 20 35
32 21 15 12 11 10 10 8 6 4 1 0 1 7 19 39
47 31 21 15 1t 9 7 5 2 0 =3 =5 a5 2 6 23
61 39 25 16 11 7 5 2 0 =3 =p =9 =10 =8 =2 1

73 46 29 17 10 6 3 O =2 =5 =§ =11 =13 =12 <7 2

#3 52 31 17 9 4 1 =1 3 «5 =8 <1} =13 =13 =10 =3
91 5% 32 17 7 2 0 =2 =3 =5 =7 «9 =11 =12 =11 =6
59 32 1S S 0 =2 =3 =3 24 =5 = =8 =9 =9
61 32 14 3 =1 =3 =3 =2 =1 =] =1 =3 =4 =5
32 12 2 =2 =3 ef 0 3 4 5 4 3
12 2 =1 =1 1 5 10 13 14 15

0 2 7 13 19 24

RMS PHASE ACROSS APERTURE 0,224 (WAVES)

Figure 64. Blind test results for case 2,
2)\F#, 15 polynomials




PHRUN25,LOGY 28=JUL=~1981 12:23:135,56

NUMBER OF ZERNIKFE POLYNOMIALS = 8
NUMBER JF ITERATIONS =100
ACTUAL NUMRER JF TTERATIONS = 27

INPUT PSF ESTIMATED PSF
2 ¢ ~4 =11 =6 =3 =10 1 0 0 0 0 1 2 1 0
8 =25 S 9 11 8 =13 19 0 0 0 1 8 8 3 1
=3 20 =21 =24 75 29 S 10 0 0 1 6 77 24 5 1
-8 8 12 130 25t 139 4 12 1 0 1 133 252 132 7 2
6 =13 59 219 164 9 =12 20 1 0 2 221 167 29 7 2
3 14 14 3 32 0 =6 18 0 0 0 9 16 S 2 1
=4 33 =5 =16 25 0 17 4 0 ] 0 1 2 1 1 0
6 29 =11 =9 =18 =16 =21 3 0 0 0 0 1 1 1 0
MEAN SQUARE ERRJIR = 14042,0928

CIEFFICIENTS OF THE
ZEANIKE POLYNOMIALS

x

P(K)

0.00000
=0.26867
~0,75244

0,19270

0,19999
=0.,14494
-0,04886

0,26674

BV PV WN -

Figure 65. Blind test results for case 2,
2)\F#, 8 polynomials
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pPHRUN2S, L
FSTTIMATED PHASE

19
14
5 17
5 17
S 17
5 15
4 13
2 14
13
1)

e
‘1,

32
29
26
25
24
23
22
22
21
20
19

17

45

39

34

10

28

26

24

24

723

23

23

23

22

21

RMS PHASE AZRISS

ARERRATIJIN (100

b4
5t 55
43 44
36 136
3t 29
27 24
24 20
23 18
22 17
21 16
22 117
22 18
23 20
23 22
24 24
26
APERTURE

72
57
44
34
25
19
15
12
10
10
11
12
15
i8
22

25

Figure 66. Blind test results for case 2,

2)\F#,

7
28=JU1L,=1981 12:23:35,56
= ONF WAVFE)
77 82 A8 97
59 61 65 71 RO 94
44 44 45 49 55 67 83
31 29 29 30 35 43 ST 17117
21 18 1S 15 18 24 36 54
14 9 5 3 4 9 19 135 58
8 2 =2 =5 =5 = 6 21 42
4 =2 =B =12 =12 «10 =2 11 31
2 «4 =10 =15 =17 =14 =7 4 24
2 <4 =11 <16 ~18 =16 =9 2 21
] =3 «10 =14 =16 =15 =8 3 22
6 0 =7 =11 =12 «10 =4 7
9 3 =2 =5 =6 =4 3 15
13 8 4 1 1 5 13
18 15 12 10 12 16
24 22 21 21
0,231 (AAVES)
8 polynomials
91
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NUMRER OF ZERNIKE POLYNOMIALS = 23
NUMRER OF ITERATIONS =100
ACTUAL NUMBER JF ITERATIONS = 21%

INPUT PSF ESTIMATED PSF
=5 =5 =18 8 =3 =i 8 =19 0 0 0 0 0 0 0 0
=12 71 <8 =24 33 13 37 =19 0 0 0 1 1 0 0 0
«19 35=110 =% 207 =19 13 1 0 0 0 2 1 2 0 0
11 =49 10 29 381 55 =17 68 0 0 0 7 250 9 1 0
8 9 70 15 122 7 =5 81 0 0 0 1 4 0 0 0
=14 3t =22 -53 56 =36 13 4 0 0 0 0 0 0 0 0
9 «25 16 =17 4 =85 =95 =42 0 0 0 0 0 0 0 0
13 =44 =38 81 =61 =63 =34 =76 )] 0 0 0 0 0 0 0
MEAN SQUARE ERROR = 143020,9531
CIEFFIZIENTS OF THE
ZEINIKE PNLYNOMIALS
K P(K)
1 0.,20000
2 =0),96808
3 0.44031
4 0,00094
S 0.0029%
6 -0,00611
7 «0,03005
8 =(0,00654
9 «0,06176
10 -0,04902
11 =), 00080
12 =0,00158
13 «0,00516
14 =0,0015%
15 “0,00162
16 0,03939
17 0.00549 , .
18 0,02958 Figure 67. Blind test results for case 3,
19 0,00728 2)\F#, 23 polynomials
20 0,04183
21 0.,01596
22 0,00012
23 «0,00040
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PHRUND?S5,LOG? 1

60
40 47

17 25 13t

=19 =11 =4 1
=31 =23 =16 =10

=41 =34 =27 =21

=50 =43 =37 =3}

=58 =52 =46 =41
=66 =61 =56 =51
=71 =67 =62

=B3 =79 =75

=92 =81

=101

RMS PHASE ACROISS

66
53
37

21

-15
=25
=35
-45
-57
=71
-84

=98

APERTURE

Figure 68,

30
12
58
42
27
13

1
-9
=19

-29

-40

-52

-66

-80

=94

=103

8s
76
62
47
32

18

=13
-23
-34
=47
-61

=76

=99

90
81
67
52
37
24
12
2
-7
=18
=29
=42
=56

=71

=94

28=JUL=1981 14:59:21,27
ESITMATED PHASE ABERRATION (100 ® ONE WAVE)

95 100 104
86 90 94 99
72 76 81 8S
57 61 66 711
42 47 52 58
29 35 40 45
18 23 29 35
7 13 19 25
2 3 9 15
“12 =6 0 5
*23 =18 12 =7
©36 =31 =26 =20
«51 =46 =41 =36
«66 =61 =57 =51
«80 «,5 =71 =66
=90 =85 =80
N.541 (NAVES)

102
89
75
62
51
40

Blind test results for case 3,
2AF#, 23 polynomials

93

93
80
67
56
46
37
27
17

-8

=24

«39

83
72
61
52

43

34
24
12

=16

66
58
50
41
31

20




PHRUN25,.L0G? 1 28=JUL=1981 14:35:45,57
NIIMBER OF ZERNIKE POLYNOMIALS = 15
NUMRER JF ITERATIONS =100
ACTUAL NUMBER OF ITERATIONS = 25
INPUT PSF FETIMATED PSF

<5 <6 =18 8 =3 <t 8 =19 o o "o 0 0 0o 0 o
12 71 =8 =24 33 13 37 =19 6 0o o o0 2 1 0 o
-19  36=110 =5 207 =19 13 1 o o o0 2 17 2 0 o0
-11 =49 10 29 381 55 =17 68 O 0 1 8247 6 0 O
8 9 70 15122 7 =5 B8t o o o0 1 6 2 0 0
=14 31 =22 =53 56 =36 13 4 6 0 0o o0 0 ©0 0 O
“9 =25 16 =17 4 =85 =95 =42 o o o 0 0 0 0 o
=13 =44 =38 51 =61 =63 =34 =76 © 0 o0 0 ©0 0 0 0

MEAN SQUARE ERRIR = 143689,.0156

CIEFFISIENTS OF THE
ZERNIKE POLYNOMIALS

K P(K)
1 0.00000
2 =0,94646
3 0.27765
4 0.06029
5 0.12885
6 =0,00213
7 0.01058
8 0.91554
9 -0,02690
10 0.04606
11 =0,02607
12 -0,04588 ,
13 0.00858
14 =0,04661
15 0.,01193

Figure 69. Blind test results for case 3,
2)F#, 15 polynomials
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| PHRUN2S,LOGS Y 28=JUL=-1981 14:35:45,57
| ESTIYATED PHASE ABRRRATION (100 = ONF WAVE)

94 100 105 110 115 119

72 719 84 90 95 99 103 107 111 114
5% 61 66 T71 76 81 8BS 89 93 96 100 103
6 41 47 S2 56 61 65 69 73 TIT RO BRI 86
22 27 32 37 41 45 49 53 56 60 63 66 69
4 9 14 18 22 26 29 33 36 40 43 46 49 52
-7 =3 n 4 8 11 1S 18 21 24 28 31 34 137
=18 =14 =11 <7 =4 =] 1 4 7 10 14 17 20 23
=28 25 =22 =19 =16 =13 =10 =7 =4 =i 1 5 8 11

=37 =34 =31 =29 =26 =23 =20 =17 =14 =11 =8 =5 =i 1

=46 =43 =40 =38 =35 =32 «29 26 =23 =20 =17 =13 ~10 =6
=51 =49 <46 =43 ~4]1 =38 =34 =31 =2R =24 =20 =17 =13
©5) =58 =55 =52 «49 =46 =42 =39 =35 =31 «27 «23 =18
=68 RS =62 =58 =55 =51 =47 =43 =318 =33 «29 =24
=77 =73 =70 =5 =61 =57 =52 =47 =41 =36
e84 =80 =75 =69 =64 =58

RMS PHASE ACROSS APERTURE = 0.506 (AAVES)

Figure 70. Blind test results for case 3,
2)F#, 15 polynomials

95

89
72 e
55//57
."/

19 42
26 28
14 17
4 7
3 0
-9
-14

aaialibasibainy i




PHRUIN25,L0G21 28~JUL~-1981 14:45312,.10

NUMBER OF ZERNIKE POLYNOMIALS = 8
NUMBER JF ITERATIONS =100
ACTUAL NUMBER OF ITERATIONS = 18

INPUT PSF ESTIMATED PSF

=5 =p =18 8 =3 -1 8 =19 -0 0 0 0 0 0 0 0

=12 71 =8 =24 33 3 37 -19 0 0 0 0 1 0 0 0

=19 36-110 <5 207 ~19 13 1 0 0 0 3 76 4 0 0

=11 =49 10 29 3Rt 55 =t7 68 0 0 0 6 251 7 0 0

8 9 70 15 122 7 =5 81 0 0 0 1 3 1 0 0
-14 31 =22 =53 56 =36 13 4 0 0 0 0 0 0 0 0 :
=9 =26 16 =17 4 =85S =95 «42 0 0 0 0 0 0 0 0 _

=13 ~44¢ =38 51 =61 =53 =34 =76 0 0 0 0 0 0 0 0

MEAN SQUARE ERRIR = 143503,1094

CIEFFICIENTS OF THE
CEINLIKE POLYNDMIALS

K P(K)

n,00000
«0,98760
0.,37287
-0,00231
«0,00026
0.,02823
0,00475

W~ DD N e

FPigure 71, Blind test results for case 1,
2)\F#, 8 polynomials
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PHRUN2S5,LJG 1
ESTIYATED PHASE ABERRATION (100

-17
-29
-4t
-53

=65

23

1t

-11
-24
«36
=48
=51
=73

-B4

A0
29

17

~19
-3
-44
~56
~68
~80

~92

56
45
34
22

10

=14
=27
=139
=52
=64
=76
=88

=99

RS PHASE ACRISS

Figure 72.

117

62 61
St 56
39 45
28 1313
15 20
3 7
=9 =4
=22 =11
=35 =130
=47 =43
=60 =56
=72 =68
=84 =80
=395 =9t
=102

APERTURE

83
72
61
S0
37
25
12
0
=13
=26
=39
=51
64
75

=87

88
17
66
54
42
30
17
4
-8
=21
=34
=47
=59
=71
-82

93

28=JUlL,=1981 14:45:12.10
2 ONE WAVE)

92
82
71
59
a7
34
21

8
-4

-17

«30

.42

5§

-66

-78

0,536

97 101
86 91 95
7% 79 84
63 68 72
51 56 60
39 43 47
26 30 135
13 17 22
0 4 9
=12 =7 =3
25 =20 =15
«38 =33 =28
=50 =45 =40
=62 =57 =51
=73 «68 =62
=83 =78
(AAVES)

99
88
16
64
52
39

27

Blind test results for case 3,
2\F#, 8 polynomials

92
a0
68
56
44
31

19

-17
=29

-40

84
72
61
48
36
24

1

=12
=23

65
53
41
29

17




Notes Added in Revision
January 27, 1982

The results of our phase estimates, pages 62 to 97, were given
to V. Mahajan of Draper Labs on August 14, 1981. Several problems
with our data were identified by Draper personnel when they tried to
reconcile our phases with their input phases. Our Zernike polynomials
are unnormalized (the search does not require normalized polynomials),
there is an apparent handedness difference, and our phase array is
defined on a 16x16 grid whereas the Draper phase is defined on a
21x21 grid. These differences made it impossible to show that the

phase estimation algorithm was working correctly.

In view of these difficulties, we (Draper and EIKONIX personnel)
decided toattempt a reconciliation of the differences in software
and to have EIKONIX perform another round of testing, this time
without a blindfold. Thus we rewrote our software to produce a point
spread function based on a 21x21 grid for the phase and to sort out
the handedness problem.

We buffered the 21x21 grid (in the spatial frequency domain)
with zeroces to form a 64x64 grid. Then we used a 2-D, §4x64 FPFT to
compute a coherent impulse response, squared the samples, and
averaged them with a 6.5x6.5 detector. This produced a 9x9 array
from which we selected an Bx8 array to be used as the observed point
spread function.

This procedure approximated the way that Draper produced the
8x8 PSF array. The major difference is that they buffer the 21x21
array to 128x128, Fourier transform the array, square the samples,
and use a 13x13 detector. Also, the 13x13 detector size is realized
by frequency domain multiplication, which requires another pair of
128x128 Fourier transforms. Since we use this procedure so often
during our phase estimation search, we could not afford to use the
larger (128x128 vs., 64x64) array or calculate the second pair of
transforms.
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Next, we sorted out the handedness problem. This was done by

putting the actual Draper phase into our algorithm described above.
It was immediately obvious that an x-y inversion existed and that
our y and Draper's y were defined in opposite senses. We modified
our software to rectify this problem.

In Figure 73 we show the Draper phase and in Figure 74 we show
the Draper PSF and the EIKONIX PSF. The differences in Figure 74
are so slight that we proceeded with confidence into the phase
estimation algorithm.

First we performed phase retrieval on the noiseless PSF {the
PSF on the left in Figure 74). Since we are no longer blind, we are
able to see how well the estimation is done at each step in the
search. The results are summarized in Figure 75. Starting at an
all-zero phase assumption we find the best 6-parameter phase (an
unimportant constant phase, two tilts, and 3 quadratic terms); then,
starting at this solution, we find the best l10-parameter phase, etc.,
to 15 and to 23 parameters.

It interesting to pote that the final rms phase difference between
the estimated and actual phase is 0.0542 waves. 1n discussion with
Draper personnel, we find that this is approximately the same error
that one calculates when a polynomial of this size is fitted directly
to the phase itself. Thus, we concluce that phase retrieval on the
noiseless PSF was successful. Our estimated phase is shown in Figure
76.

Next we repeated phase retrieval for the first noisy PSF,
Figure 34(a). This was derived from the same Draper phase but noise
is added to the PSF. We calculated the rms phase difference between
actual and estimated by normalizing both phases. We calculated the
constant and set of tilts that minimized the rms phase of each, then
calculated the difference. The results are summarized in Figures 77
and 78.
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Figure 77 shows that the best results are obtained with only
10 parameters. Apparently, for more parameters the algorithm starts
to use the extra degrees of freedom to fit the noise. Since the
metric (MSE) is availalbe for inspection and since the expected
noise variance may be known, this implies that one could continue
using more parameters in the search until the expected residual MSE
is achieved. There the search would be terminated.

We note that for this noisy PSF the expected MSE is

{# of PSF samples) {noise variance)
64 {2% of DL-PSF peak) 2

64 (0,02 * 835)2

17,848

MSE

and the algorithm yields a MSE that drops from 18,277 to 15,494 as
the number of parameters is increased from 6 to 10. Thus 10 parameters

is a reasonable stopping point.

Finally we repeated the phase retrieval algorithm on the second,
noisy PSF. The results are given in Figures 79 and 80.

In summary, the phase retrieval algorithm was reworked so that
there is no effective miss-match between the Draper and EIKONIX
software. The polynomials are still different but the manner in
which a given polynomial-generated phase is converted to a PSF is
the same. The algorithm then yielded a phase that leaves a residual
of about 0.1 waves between the actual and estimated phases, when
the input PSF is undersampled by a factor of 4 in both x and y
directions and when there is a 2% noise on the measured, undersampled
PSF.
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3 S 51372 31 4 2 1
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1 2 2 1 s 2 2 1
1 2 1 1 1 1 1
o 1 o t t 1 o0 0
(a)
Figure 74.

1 1 s 2
2 3 25 &
2 4 162 28
5 51 372 32
10 53 117 33
2 2 1 s

(b)

(a) Noiseless PSF from Draper Labs

(b) EIKONIX generated PSF

# of Parameters MSE Between PSF's

Residual RMS Phase

6
10
15
23

Figure 75.

2023
839
130

76

Phase Retrieval Summary for the Noiseless PSF

102

0.0795
0.0573
0.0566
0.0542
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INPUT PSF

«18 =9 o5 i1
6 1 21 33
~45 =16 2 29
14 ~2 6 66
2 12 1 61
29 =20 3 16
2 =3 26 35
16 =8 =12 <8

{a)

# of Parameters

ESTIMATED PSF

33 13 =7 =315 0 D 1
30 4 =3 0 o 1 1
179 12 27 0 0 1 1
352 58 =15 =4 1 1 4
95 58 «11 3 1 2 4
34 13 S 15 o o0 1
11 =4 =19 «14¢ b 0 3
*15 30 =6 =25 o 0 3

"MEAN SQUARE

MSE Between PSF's

ERRIR = 14377,8516

4
13
24 1
60 3
53
13

2

(b)

4
24
1
40
86
17

k]

1

52
46

1

Residual RMS Phase

6
10
15
23

Figure 77.

18277 0.0930

15494 0.0890

14731 0.1030

14377 0.1065
{c)

(a) First noisy PSF
(b) Estimated PSF
(c) Phase Retrieval Summary
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MISSION
of
Rome Air Development Center

RADC plans and executes research, development, test and
selected acquisition proghams 4in Auppon,t of Command, Control
Communications and Intelligence (C31) activities. Technical
and engineening support within areas of technical competence
4s provided to ESD Program Offices (P0s) and other ESD
elements. The principal technical mission areas are
comunications, electromagnetic guidance and control, sur-
veillance of ground and aerospace obfects, Ln/te,(’,agence data
coflection and handling, ingfonmation system technology,
Lonospheric propagation, solid state sciences, microwave
physics and electronic neliability, maintainability and
compatibility.
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